Abstract

Classical Logic is bivalent in that it admits exactly two truth-values: the true and the false. Many-valued logics, in contrast, allow for the consideration of arbitrarily large classes of truth-values. To export the canonical notion of entailment to the realm of many-valuedness, the trick is to split any such class of truth-values into two classes by saying that some of these values are ‘designated’, and others are not. One might remark then that a shade of bivalence lurks in the distinction between the values that are designated and those that are not. It is known (cf. [2]) that this residual bivalence allows in fact for an alternative, and in many cases even constructively obtainable (cf. [1]), representation of many-valued logics in terms of appropriate bivalent semantics. In this paper we will present a first concrete implementation of the method devised in [1] in order to obtain sound and complete classic-like tableau systems for a very comprehensive class of finite-valued logics. The algorithm is implemented in the functional programming language ML, and our program outputs a text file containing the corresponding theory to be processed by Isabelle, a flexible theorem-proving environment in which it is possible to check meta-results and theorems about the logics under scrutiny. The formulation of different many-valued logics under a common ground —two-signed tableau systems— makes it easier to compare properties of these logics and to appreciate the relations between them.
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Reducing logics to a bivalent common ground

In the 1970s, the Polish logician Roman Suszko used to insist that there are but two logical values, true and false, and complained about the mad multiplication
of logical values that plagued the literature on many-valuedness (cf. [4]). He insisted that the many different algebraic truth-values of many-valued logics, belonged in the end to just two classes: the ‘true’ values (those we nowadays call designated) and the ‘false’ ones (those we call undesignated). To illustrate the significance of those classes, Suszko showed (cf. [3]) that it is possible to represent Łukasiewicz’s 3-valued logic $L_3$ in terms of a bivalent semantics.

Caleiro et al. (cf. [1]) presented a constructive method to reduce a large class of logics characterized by truth-functional finite-valued semantics into semantics containing exactly two truth-values. To fit as input for that method, a given logic should prove sufficiently expressible, that is, it should be possible to distinguish any given truth-value from all the remaining ones using exclusively the linguistic resources of that very logic. The main output of the method is a set of clauses written in the language of First-Order Logic (FOL) that impose restrictions on the collection of valuation functions in such a way that this collection should provide a sound and complete two-valued semantics for the many-valued logic considered from the start. Those same clauses can then be used, as shown in [1], to provide a sound and complete two-signed tableau system for the given logic, which looks and tastes very much like the well-known signed tableau systems for Classical Logic.

**An illustration of the reductive algorithm**

Let’s consider Łukasiewicz’s logic $L_3$, which has three truth-values ($0, \frac{1}{2}$, and $1$) and four connectives ($\neg, \rightarrow, \land$ and $\lor$) defined over this 3-valued domain. The value $1$ is the only designated value in this logic. Let’s also define the function $b$ that assigns $T$ to designated values and $F$ to undesignated ones:

$L_3 = \langle \{0, \frac{1}{2}, 1\}, \{\neg, \rightarrow, \land, \lor\}, \{1\}\rangle$

$\neg v_1 = 1 - v_1$

$(v_1 \lor v_2) = \text{Max}(v_1, v_2)$

$(v_1 \land v_2) = \text{Min}(v_1, v_2)$

$b : \{0, \frac{1}{2}, 1\} \rightarrow \{T, F\}$

<table>
<thead>
<tr>
<th>$x$</th>
<th>0</th>
<th>$\frac{1}{2}$</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b(x)$</td>
<td>$F$</td>
<td>$F$</td>
<td>$T$</td>
</tr>
</tbody>
</table>

Notice that, in the bivalent semantics obtained after composing $b$ with the truth-functional semantics of $L_3$, the truth-value $1$ is ‘separated’ from both $\frac{1}{2}$ and $0$. But how can we now distinguish the latter two? The constructive answer is based on finding appropriate separating connectives. In this case, the primitive connective $\neg$, as defined below, solves the problem:
Indeed, we can now distinguish the truth-values by considering a series of statements about them that, together, provide a unique identification to each value:

\[
\begin{align*}
x = 0 & \iff b(x) = F \text{ and } b(\neg x) = T \\
x = \tfrac{1}{2} & \iff b(x) = F \text{ and } b(\neg x) = F \\
x = 1 & \iff b(x) = T
\end{align*}
\]

(I)

Let \( v : \text{For} \rightarrow \{0, \tfrac{1}{2}, 1\} \) be an assignment function from the set \( \text{For} \) of well-formed formulas of \( L_3 \) to the corresponding set of ‘algebraic’ truth-values of that logic. Now consider the truth-table of implication, and its negation:

\[
\begin{array}{ccc|ccc}
\rightarrow & 0 & \tfrac{1}{2} & 1 & \rightarrow & 0 & \tfrac{1}{2} & 1 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
\tfrac{1}{2} & \tfrac{1}{2} & 1 & 1 & \tfrac{1}{2} & \tfrac{1}{2} & 0 & 0 \\
1 & 0 & \tfrac{1}{2} & 1 & 1 & 1 & \tfrac{1}{2} & 0
\end{array}
\]

To obtain a sound and complete two-valued semantics for a many-valued logic, it is necessary to write restrictive clauses on bivaluations that describe the behavior of all connectives of the language. By the \( \neg \rightarrow \) table above, it is correct to say for instance that:

\[
v(\neg(\alpha \rightarrow \beta)) = 1 \iff v(\alpha) = 1 \text{ and } v(\beta) = 0
\]

(II)

Employing the following notations:

\[
T : \alpha \iff b(v(\alpha)) = T \\
F : \alpha \iff b(v(\alpha)) = F
\]

and combining them with the statements in (I), it follows that:

\[
\begin{align*}
v(\alpha) = 0 & \iff F : \alpha \text{ and } T : \neg \alpha \\
v(\alpha) = \tfrac{1}{2} & \iff F : \alpha \text{ and } F : \neg \alpha \\
v(\alpha) = 1 & \iff T : \alpha
\end{align*}
\]

In that case we may rewrite sentence (II) as:

\[
T : \neg(\alpha \rightarrow \beta) \iff T : \alpha \text{ and } F : \beta \text{ and } T : \neg \beta
\]

Using \( \text{FOL} \) as our meta-language this can alternatively be written as:

\[
T : \neg(\alpha \rightarrow \beta) \iff T : \alpha \& F : \beta \& T : \neg \beta
\]
where ⇔ and & represent, respectively, the bi-implication and conjunction from FOL. According to the method proposed in [1], this clause originates the following tableau rule:

\[
T : \neg(\alpha \rightarrow \beta) \\
| \\
T : \alpha, \\
F : \beta, \\
T : \neg\beta
\]

For another instructive example, let’s consider the truth-table of disjunction:

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1/2</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>ᶦ</td>
<td>0</td>
<td>1/2</td>
<td>1</td>
</tr>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Repeating the above process of reducing this into a bivalent version and translating the corresponding clauses using FOL, it follows for instance that:

\[
F : (\alpha \vee \beta) \iff F : \alpha \& F : \beta \& T : \neg\beta \\
| F : \alpha \& F : \beta & T : \neg\beta | F : \alpha & F : \beta & F : \neg\beta \\
| F : \alpha \& F : \beta & T : \neg\beta | F : \alpha & F : \neg\beta & F : \beta & F : \neg\beta
\]

where the vertical bar, |, represents the disjunction from FOL. Again we may extract from that the corresponding tableau rule:

\[
F : (\alpha \vee \beta) \\
F : \alpha, \\
F : \alpha, \\
F : \alpha, \\
F : \beta, \\
F : \beta, \\
F : \beta, \\
T : \neg\beta, \\
T : \neg\beta, \\
T : \neg\beta, \\
T : \neg\beta
\]

Now, while this is indeed the clause obtained from the blind application of the method proposed in [1], one can use FOL to show that the following is an equivalent formulation of the latter clause, in the presence of the other clauses on the bivaluations:

\[
F : (\alpha \vee \beta) \iff F : \alpha \& F : \beta
\]

This of course gives rise to a much simpler (classic-like) tableau rule, namely:

\[
F : (\alpha \vee \beta) \\
| \\
F : \alpha, \\
F : \beta
\]
In fact, the main clause on bivaluations that guarantees this equivalence between the latter two tableau rules is the one that asserts that:

\[ T: \alpha | F: \alpha \]

for any formula \( \alpha \). This, again, clearly reveals a shade of bivalence. The tableau rule that corresponds to that clause is the following branching rule:

\[ T: \alpha \quad F: \alpha \]

that may turn the corresponding tableaux non-analytical.

A sound and complete set of tableau rules may always be obtained by adding this branching rule to the set of all rules of the form \( V: \Box(\alpha_1, \ldots, \alpha_n) \) and \( V: \Box(\alpha_1, \ldots, \alpha_n) \), where \( V \) is one of the two signs, \( T \) or \( F \), \( \Box \) is an arbitrary n-ary connective of the given logic, and \( \Box \) an arbitrary separating connective among those appropriate for this given logic.

**ML and Isabelle**

We used the functional programming language ML to automate the axiom extraction process. ML provides us, among other advantages, with an elegant and suggestive syntax, and a very handy compile-time type checking and type inference that guarantees that we never run into unexpected run-time problems with our program, once it is proved correct with respect to the specification. Isabelle is a generic theorem-proving environment, also written in ML, in which it is quite simple to create theories with rules and axioms in various deductive systems, and easy to define functions and prove theorems about these systems.

Here is an illustration of part of Isabelle's syntax, taking as example the first two tableau rules obtained in the last section:

TNegImp "[$H, T:A, F:B, T:~B, $E] ==> [$H, T:~(A-->B), $E]"


Here T:X and F:X are (labeled) formulas, $H$ and $E$ are sequences of such formulas (contexts) that are not involved in the rule, each sequence between square brackets represents a tableau branch, and a collection of branches is delimited by [ ] and [ ]. The symbol ==> is the meta-implication. In Isabelle, the application of a rule means that it is possible to achieve the goal (branch on the right of the meta-implication), once it is possible to prove the hypothesis (on the left of meta-implication), which constitutes the new goal (or a collection of subgoals).
Now, the Isabelle clause corresponding to the third tableau rule from the last section can be written as:

\[
\text{FDisjA} \quad \text{"[| \ [ \ $H, F:A, F:B, \ $E \ ] \ |] \Longrightarrow [\$H, F:A\lor B, \ $E]\"}
\]

The proof that FDisj and FDisjA are indeed equivalent tableau rules, in the sense that one can prove the other in the presence of the remaining rules of our theory, can now be done directly inside Isabelle.

Our ML logic-reductor program takes as input a definition of a finite-valued logic, such as the logic L₃ presented above, together with an appropriate set of separating connectives for that logic —those separating connectives, when they exist, can also be found automatically, and a future version of our program will include this feature. Our program then extracts the axioms corresponding to the two-valued representation of that logic and generates a text file containing the full theory ready to use in Isabelle.¹
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¹A development snapshot of the code may be found at http://tinyurl.com/5cakro.